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Abstract

We1 outline a 1+1-dimensional lattice gas cel-
lular automaton (LGCA) approach to simu-
late atomistic processes in thin film deposi-
tion. The main objective of our simulations is
to comprehend the atomistic processes leading
to the formation of mesoscopic (10-1000 nm)
structures. The computer simulation approach
is based on a discrete description of atoms so
that the unit length scale coincides with the
atom diameter. The computational goal of our
simulation is to boost the computation speed
without compromising with the atomistic de-
tails in order to predict the structural evolu-
tion of thin films on the order of seconds and
even minutes. This is done by putting the unit
time scale in the nearest neighbor atomic jump
time, which is around several microseconds for
typical deposition conditions. Long deposition
times, up to several minutes, can be simulated
with this method.

Our approach is based on the lattice gas cel-
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lular automata (LGCA) models of chemical re-
actions and waves, where individual particles
interact with surroundings through assumed
local driving forces. We present local rules,
that define the LGCA approach, for the ho-
moepitaxial deposition, which are derived from
the propensity of an atom to establish as many
chemical bonds as possible to the underlying
substrate atoms when it executes surface dif-
fusion. Our simulation differs from the kinetic
Monte Carlo in that : (i) the unit time step in
our simulation is explicitly determined by the
nearest neighbor atomic jump, thus without
assuming that atomistic processes have proba-
bilities following the Poisson process ; (ii) more
than one adatom is allowed to diffuse on the
surface at any given time, and (iii) surface
atoms, be they adatoms or already incorpo-
rated into the film, always have finite proba-
bilities to jump from their current sites.

We use a one-dimensional lattice of length
L with periodic boundary conditions. The lat-
tice sites are denoted by r = 0, 1, 2, ..., L − 1;
and, in arithmetic expressions always under-
stood to be modulo L. We consider discrete
time points k = 0, 1, 2, ....The LGCA’s state at
an individual site r at time k is described by
an integer-valued variable h(r, k),which repre-
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sents the site’s film height (thickness). We ini-
tialize the LGCA with the values h(r, 0) for
all r at time k = 0. The state h(r, k) ≥
0 at time k represents the height, i.e.number
of one atomic-height layers, of the grown struc-
ture on the lattice at site r and time k.

All deposited atoms at site r below the
adatom are called bulk atoms. Once an adatom
becomes a bulk atom by virtue of the presence
of a freshly landing atom above the adatom,
then this bulk atom is not allowed to move any-
more. We thus assume that all adatoms, and
only these, are mobile and can move to neigh-
boring lattice sites. The rules that describe
their motion are outlined below.

The time evolution of the LGCA from time
k to time k + 1, i.e. one simulation step pro-
ceeds in three sub-steps: (i) Particle Landing,
(ii) Adatom velocity Computation, and (iii)
Adatom motion. Each sub-step is performed at
each lattice site r independently from the other
lattice sites and the next sub-step is started
only after the previous sub-step has been com-
pleted on all sites of the lattice.

We assume that each simulation step from
simulation time k to simulation time k+1 cor-
responds to an effective time step denoted by
4teff (in seconds [s]) leading to t = k4teff .
The effective time step 4teff corresponds to
the average time taken by adatoms to jump
to the nearest atomic site(includng the waiting
time before the actual hop). To achieve com-
putational efficiency, we fix4teff to a constant
value.

The expected value (in space) of the random
variable h(r, k) at time k is approximated by:

h(k) :=
1
L

L−1∑
r=0

h(r, k) (1)

The surface roughening evolution is analysed
by evaluating the interface width:

w(L, k) =

√√√√ 1
L

L−1∑
r=0

[h(r, k)2 − h(k)2] (2)

w(L, k) measures the roughness of the evolving
thin film surface.

We also compute the ”step-density” as de-
fined by

ρstep(k) =
1

2L

L−1∑
r=0r′∈{r−1,r+1}

[1− δh(r,k),h(r′,k)]

(3)
where δj,k is the Kronecker δ-function, which is
equal to unity if j = k and is equal to zero oth-
erwise. The step-density ρstep above measures
the number of surface height discontinuities,
i.e., steps. The step-density of a flat surface
is zero, whereas the step-density of a surface
that has no two neighbouring sites of the same
height is equal to unity. The quantities herein
the analysis are plotted as a function of real
time t, instead of as a function of simulation
time k.

In this paper we focus on the deposition of
Si atoms on initially flat Si(001) and initially
structured Si(001) substrate. Since both the
thin film being deposited and the substrate
are of identical chemical nature, there is no
lattice constant mismatch between them. The
number of parameters required to run the
simulations is minimal; thus this method can
prove quite useful in predicting the structural
evolution of various semiconductor thin film
systems.
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